
AI Papers

Here are some notable papers and resources:

• NeurIPS Test of Time Papers: A collection of influential papers recognized for their long-term impact.
• Ilya’s Top 30 AI Papers: A curated list by Ilya Sutskever, available at https://aman.ai/primers/ai/top-30-
papers/.

• Word2Vec: Papers by Tomáš Mikolov on word embeddings.
• Sequence to Sequence Learning with Neural Networks: A foundational paper on sequence modeling.
• Attention is All You Need: The seminal paper introducing the Transformer architecture.
• DeepSeek V3 & V2: Recent models from DeepSeek.
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